Biometrics Technology Review 2002


DSTO-GD-0359

DISTRIBUTION STATEMENT A
Approved for Public Release
Distribution Unlimited

20030709 096
Biometrics Technology Review 2002

T Blackburn, M Butavicius, I Graves, D Hemming, V Ivancevic, R Johnson, A Kaine, B McLindin, K Meaney, B Smith and J Sunde

Land Operations Division
Systems Sciences Laboratory

DSTO-GD-0359

ABSTRACT

The September 11 2001 terrorist attacks in the USA have motivated renewed global efforts to secure national borders and accordingly Australian authorities have demonstrated an interest in mechanisms that support these endeavours. This report examines the current state of biometric technologies, characterises the main categories and focuses on face recognition, which is the least intrusive but most effective means of applying filters at access points to the country. It also reviews some of the ramifications of large scale surveillance measures when applied to populations.
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Executive Summary

This report examines the state of current biometric research, covering the literature up to October 2002. Due to rapid and continuing development of the biometrics area, it was difficult to decide when to stop. We hope to cover new developments in our next survey. This report reviews the active categories and the science employed in many of the production technologies, and depicts some of the application domains. It describes the basic technologies inherent in the four major taxonomies used in identification methodologies. These comprise authentication and validation approaches, each based on one-to-one and one-of-many models.

There is a description of the face recognition processes that are common to all of the different approaches. This includes the enrolment processes and the operations applied to captured data. The various sensors used in the data capture process are characterised and some signal processing techniques applied to the data are analysed. This analysis includes some of the algorithms and learning approaches, like neural networks, that have been employed. This is followed by a discussion of the matching processes that detail the true and false and the positive and negative matches and the relative value of the results of these analyses.

Descriptions of the most common biometric categories include a discussion of the strengths and weaknesses of each group.

Fingerprint technologies employ a number of different sensor types that produce two-dimensional maps of fingerprints. During the processing stage, the ridge patterns on the fingertip are often reduced to a digital representation for efficient storage. These technologies are practical and easy to implement but performance measures vary widely.

Face recognition technologies have many variables that can affect the performance of the sensors. This is due to the difficulties involved in capturing suitable camera images for processing requirements. Maps of the face are analysed, processed, stored and used in the matching processes. Performance levels for these technologies are not very high, with low processing speeds and varying levels of accuracy. However, these products represent the least intrusive technologies for application in areas such as airports and other observational areas.

Hand dimensions and palm and vein pattern analysis techniques are fast but limited in accuracy. Research efforts in these domains have a reasonably low profile.

Iris and retina scanning is claimed to be highly accurate but capturing suitable imaging samples is difficult and quite intrusive.
Voice analysis techniques have existed for a number of years but have found little favour outside of certain niche markets. The technology is inexpensive but still considered to be immature.

Identification through signature matching has been used for many years but is only valid in very limited and well-defined circumstances. There is also a trend towards the use of signatures for individual identification.

Keystroke, as a biometric, has advantages for the computer industry because no further hardware is required, however its adoption has been low due to its poor accuracy. DNA on the other hand has a very high accuracy but is limited in application due to it not being real-time. This is a major limitation for the majority of the verification and identification applications.

Using the shape of the ear as a biometric has recently obtained more research backing. As it is in its infancy, much of the detail concerning accuracy is unknown. For the purposes of user acceptance, cost, etc. in this document, it has been deemed to be similar to that of face recognition.

The final major class of biometric technologies identified for review is work patterns. This is a young area and includes examples such as typing speeds, choice of words in a document and other individual characterisation approaches. Probably the first known example of its use was in World War II, when a British code-breaking team at Bletchley Park broke German ‘enigma’ transmissions; German operators would use the same words to set up the system rather than using truly random selections, enormously reducing the number of permutations. This is not an area that has attracted much research and has been considered as a potential backup to other measures.

Biometric applications include access controls to physical locations, equipment and computer systems with varying levels of security. Traffic management systems, machinery operating systems, including motor vehicles, and identification procedures in medical, military and government domains can also leverage biometric technologies.

System testing is a critical issue. It can be used to verify manufacturers’ claims, to engender a level of trust in a system and to enable customisation in an application domain. Testing methodologies must be verifiable and robust.

Human rights and legal issues are examined briefly and the only research method in this area to date has been the use of surveys. More work is required in this area.

Reliability, security and veracity will become issues as biometric systems become more widely deployed. Standardisation on a local or global scale will be required to ensure effective deployment.

The report concludes that some biometric technologies are available for immediate use in certain domains and others may be become available soon. Widespread deployment will equate to reductions in acquisition costs and increased adoption of the technologies. In the following table we provide a summary of biometric technologies. The dimensions used to rate each biometric focal area describes categories of application usefulness. The scales used in each dimension evaluate each category in relation to the set of all categories used in this comparison.
<table>
<thead>
<tr>
<th>Biometric</th>
<th>Finger</th>
<th>Face</th>
<th>Hand</th>
<th>Iris</th>
<th>Retina</th>
<th>Voice</th>
<th>Signature</th>
<th>Keystroke</th>
<th>Ear</th>
<th>DNA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Access control</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
</tr>
<tr>
<td>Surveillance</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>Y?</td>
<td>N</td>
</tr>
<tr>
<td>Accuracy</td>
<td>very high</td>
<td>high</td>
<td>high</td>
<td>very high</td>
<td>very high</td>
<td>med</td>
<td>med</td>
<td>low</td>
<td>?</td>
<td>very high</td>
</tr>
<tr>
<td>Reliability</td>
<td>high</td>
<td>med</td>
<td>high</td>
<td>high</td>
<td>low</td>
<td>low</td>
<td>low</td>
<td>low</td>
<td>high</td>
<td></td>
</tr>
<tr>
<td>Error rate</td>
<td>1 in 500+</td>
<td>no data</td>
<td>1 in 500</td>
<td>1 in 131,000</td>
<td>1 in 10 mil</td>
<td>1 in 50</td>
<td>no data</td>
<td>?</td>
<td>no data</td>
<td></td>
</tr>
<tr>
<td>Errors</td>
<td>dryness, dirt, age</td>
<td>light, age, glasses, hair</td>
<td>hand injury, age</td>
<td>poor light, contact</td>
<td>glasses, contact lenses</td>
<td>noise, cold weather</td>
<td>alter style</td>
<td>hand injury, tired</td>
<td>light, hair</td>
<td>none</td>
</tr>
<tr>
<td>False positives</td>
<td>highly unlikely</td>
<td>unlikely</td>
<td>very unlikely</td>
<td>very unlikely</td>
<td>highly unlikely</td>
<td>likely</td>
<td>likely</td>
<td>unlikely</td>
<td>?</td>
<td>highly unlikely</td>
</tr>
<tr>
<td>False negatives</td>
<td>highly unlikely</td>
<td>very likely</td>
<td>likely</td>
<td>very unlikely</td>
<td>highly unlikely</td>
<td>very likely</td>
<td>very likely</td>
<td>very likely</td>
<td>?</td>
<td>highly unlikely</td>
</tr>
<tr>
<td>Security</td>
<td>high</td>
<td>med</td>
<td>med</td>
<td>high</td>
<td>med</td>
<td>med</td>
<td>med</td>
<td>?</td>
<td>high</td>
<td></td>
</tr>
<tr>
<td>Stability</td>
<td>high</td>
<td>med</td>
<td>med</td>
<td>high</td>
<td>med</td>
<td>med</td>
<td>low</td>
<td>?</td>
<td>high</td>
<td></td>
</tr>
<tr>
<td>User acceptance</td>
<td>med</td>
<td>med</td>
<td>med</td>
<td>med</td>
<td>high</td>
<td>high</td>
<td>high</td>
<td>?</td>
<td>low</td>
<td></td>
</tr>
<tr>
<td>Intrusiveness</td>
<td>med</td>
<td>low</td>
<td>low</td>
<td>low</td>
<td>very high</td>
<td>low</td>
<td>low</td>
<td>low</td>
<td>low</td>
<td></td>
</tr>
<tr>
<td>Ease of use</td>
<td>high</td>
<td>med</td>
<td>med</td>
<td>high</td>
<td>high</td>
<td>high</td>
<td>med</td>
<td>low</td>
<td>low</td>
<td></td>
</tr>
<tr>
<td>Low cost</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
</tr>
<tr>
<td>Strengths</td>
<td>existing databases in operation</td>
<td>surveillance, checkable by humans, can use existing equipment</td>
<td>high accuracy</td>
<td>accuracy</td>
<td>low cost, can be used for surveillance</td>
<td>low cost</td>
<td>low cost, no additional hardware required</td>
<td>profile imaging possible, surveillance use</td>
<td>accuracy</td>
<td></td>
</tr>
<tr>
<td>Weaknesses</td>
<td>public acceptance, environmentally affected, biometric changes</td>
<td>environmentally affected, biometric changes</td>
<td>public acceptance, glasses, specialised hardware</td>
<td>public acceptance, glasses, specialised hardware</td>
<td>accuracy</td>
<td>accuracy</td>
<td>accuracy</td>
<td>environmentally affected</td>
<td>not real-time, expensive, specialised operations, specialised hardware</td>
<td></td>
</tr>
</tbody>
</table>
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1 Introduction

Biometrics is the science of measuring the characteristics of human beings in order to identify them. There is nothing new in this concept [5], references in literature related to hand and fingerprints as a means of identification date back many centuries. Modern fingerprint analysis, for example, was promoted by Sir Francis Galton in the late 19th century. Today people continue to be identified by such measures as fingerprints, age, weight, height, sex and hair colour [30][129][132]. However, recent developments in sensors and signal processing have made it possible for new measures to be applied and for new levels of automation and classification performance to be obtained. Biometric technologies currently under development include work in the areas of fingerprints, faces, hand dimensions, palm prints, irises, retinas, vein patterns, voices, signatures, keystrokes, ears, DNA and work dynamics. We focus our interest on those technologies that provide immediate results.

Probably the most pervasive and potentially cost-effective biometric technology for the near term is based on fingerprint recognition. A variety of fingerprint sensors and processing systems have been developed to provide high quality, low cost identification of people. Where it is feasible to ask someone to provide a fingerprint sample, which can generally be done very quickly and with little inconvenience, this technology may provide highly reliable authentication of the identity of the owner. Fingerprint technology is likely to be increasingly widely used to control entry to select areas, to replace PINs for certain applications and to obviate the need for passwords to access secure computing systems.

Of the other technologies, face recognition is showing promise as an important, passive technique. The subject need not be aware that a biometric system is being used. Iris scans, retina scans and DNA may also produce highly reliable identification results for high security applications. Vein pattern, voice recognition, hand pattern, signature, keystroke and work dynamics may have niche applications, either as primary sensors or as confirmatory systems in conjunction with other means of identification.

The history of biometrics has followed the well worn route of new technologies, with an initial build up of excessive optimism followed by a trough of scepticism as the limitations become apparent. Most of the technologies are now approaching the final stage where realistic expectations lead to successful applications [108]. To date, most research appears to have been carried out on individual technologies, whereas it is possible that combinations of sensors can perform much more effectively than individual sensors. Research into this area is increasing and a number of technology houses have been established with the aim of implementing combined technology solutions [141][145].

Despite some successful applications, biometrics has some significant limitations. In particular, error rates remain relatively high for some methods, simply because all people are roughly the same. For example, all faces have the same basic eye/nose/mouth structure and numerous individuals in the world population will share a very similar geometry of these features. No face recognition system can be expected to resolve this fundamental overlap in the characteristics of different faces. Even in those areas where biometric measures are thought to be unique to an individual, e.g. fingerprint, retina or iris, the measuring process itself will often introduce uncertainties. The smearing of a fingerprint, for example, can significantly reduce the reliability of the measure. Thus, modern bio-
metric techniques cannot be relied upon as absolute indicators of the identity of a person and any application of biometrics must be designed with due allowance for the degree of imprecision in the chosen technology.

Another limitation on the widespread application of biometric systems may be triggered by the possible infringement of civil liberties. In some applications, such as access control to workplaces [108], subjects willingly submit to the scrutiny of biometric systems. However, there are applications such as unannounced crowd surveillance that may infringe civil liberties or generate other issues of a legal nature. Proponents and designers of biometric systems must take privacy concerns into account to ensure that such systems are not ruled out because they are seen to be in the “big brother is watching you” [117] category.

Despite the performance limitations and privacy concerns, it is likely that biometrics will become increasingly widely used. Many of the technologies should enhance physical and information security in an increasingly hazardous world and one of the drivers for the continued uptake of the systems will be the terrorist attack on the Twin Towers, 11 September 2001 [115][153].

There are only a few published examples of operational biometric systems. This is possibly because many users do not wish to reveal that they are using such technology. However it seems likely that biometrics will come into much wider use in the near future. This paper has been prepared to provide a survey of the current state of biometric technologies and to draw some conclusions on their potential future directions.

2 Biometrics Basics

There are many ways in which a biometric measure may be applied, but in general the technology will either replace or enhance existing security measures as in the following possible examples:

- a fingerprint scan may replace a password for a secure computer log-on [143]
- face scanning may replace a manned checkpoint allowing access to a military base [120]
- voice recognition software may authorise telephone commerce transactions [67]
- automatic handwriting recognition may authenticate cheque signatures [74]
- fingerprint signatures may authenticate the status of critical electronic documents [138]
- face recognition systems may assist customs operatives to screen incoming passengers [159].

Proponents of biometrics systems suggest that unless biometric methods deliver increased reliability and reduced cost they are unlikely to be adopted. The following discussion will focus on those applications and technologies that appear to have the potential to meet these criteria for adoption.
2.1 Biometric Applications and Processes

There are many different ways in which the various types of biometric systems could be classified. This review adopts a taxonomy based on application groupings that relate to the decision type and data size. This grouping has been chosen because, apart from obvious technology issues, the performance of biometric systems is determined largely by the scope of the classification regime, i.e. how many individuals must be compared. In general, the larger the number of comparisons made by a system, the better it must be at rejecting incorrect decisions. To illustrate the significance of the number of users, consider a hypothetical one-to-one fingerprint authentication of the identity of a mobile phone user. For a low cost system, the probability of generating a match to an incorrect fingerprint may perhaps be 1:1000 for individual prints. If the phone is stolen, the fraudulent user could try each of his/her fingers (each finger of the same person has independent fingerprint), so the match probability for that individual would be approximately 1:100 that at least one of his/her 10 fingers would produce a match. In combination with the low probability that an intending imposter will even be able to gain access to the phone, 1:100 may be sufficient protection. However, if the illegal user has a number of acquaintances who also try to use the phone, the chances that at least one of their many fingers will have a reasonable match to the authorised user's print may be quite high. If ten people try to use the phone, the probability that at least one of their hundred fingers will match with the stored data will be in the order of 1:10. This may not be acceptable and a higher performance identification system may be called for, or the system must be programmed to detect multiple illegal attempts to access the phone. This escalation of performance requirements with the number of required comparisons is consistent across all types of biometrics and it is valuable to define operating regimes based on this parameter. Requirements are situation and implementation dependent.

2.1.1 Verification

In the simplest verification application, the biometric system is called upon to answer the question “Is this person who he/she claims to be?” For example, credit cards are being developed in which the fingerprint information of the user is incorporated into the card so that transactions may be automatically verified [92]. The card will only allow transactions if the fingerprint data from the user matches that stored on the card. This type of application requires the comparison of only two data measures and a transaction may be allowed if the data indicate only a fair likelihood that the user is authentic [73]. The scope of the comparison problem is one-to-one, since it is limited to the comparison of two sets of data. A low confidence in the match outcome may be acceptable, since there is only a small chance that a single unauthorised user will have similar biometrics to the valid user.

Verification problems also include the class where multiple comparisons are required and the biometric system is required to answer the question “Which member of the known group is this person?” and a secondary question may be, “What is this person doing now?” It is assumed the subject is a member of a known group and the question, “Is this a member of the group”, is not an issue. For example, early fingerprint techniques were used to manage payroll systems in large companies [9]. The biometric measure was used
to authenticate the identity of the particular employee to ensure that appropriate wages were paid. The scope of the comparison problem in this type of application is one-to-many, but the size of the “many” is limited to the size of the database of known users and intruders are excluded by other means. The absolute match confidence is not an issue and the biometric system must only choose the best match from its database.

Verification problems may also include the multiple comparison class where the biometric system is required answer the question “Is this person known to me and authorised to...?”. A secondary question, “What is this person doing now”, could be used to track activities. Applications of this type include access control to secure areas or log-on to secure computer systems. For example, access to secure areas in an airport may be controlled by fingerprint sensors with the intention that members of the general public who accidentally or maliciously attempt to gain access are stopped but valid users are accepted. The scope of the comparison problem is one-to-many, but the size of the “many” is difficult to define and may be large, since it encompasses the database of the known group of authorised persons plus an undefined number of potential intruders. The absolute match confidence must be relatively high if the system is to ensure that all unauthorised users are excluded and all authorised users are accepted.

2.1.2 Identification (One-of-many Surveillance)

In this type of application, the task is to scan a very large population and answer the question, “Is there a subject of interest in this large group of people?”. Airport surveillance to detect terrorists would fall into this category [144], where tens of thousands of people per day may need to be screened to look for a few people of interest who may present randomly and without warning. The scope of the comparison problem encompasses the relatively small group of persons of interest, plus the hundreds of thousands of people who may pass by the system in an operational period. This is an extremely difficult type of application since the chances that the biometrics of one of the known group will match the biometrics of at least one of the general public is relatively high and the biometric system must have an exceptional ability to distinguish between people if it is to be effective.

2.2 Pattern Recognition

All biometric processes require the comparison of measured data from a person with known data from a database [146] to determine if there is match. There are two basic approaches to the comparison problem; one is based on the step-by-step construction of the decision making process, an algorithm [11], and the other is based on the use of some form of learning mechanism in which the decision-making algorithm [52] still exists, but may be hidden from the user. Artificial neural networks [110] are typical learning mechanisms [29][96].

The following discussion focuses on algorithms in which the processing steps are clearly delineated in order to highlight some of the issues involved in the signal processing. There is much evidence that learning systems also tend to break up problems into discrete blocks internally, similar to the steps of mechanistic algorithms, so the significant issues for algorithmic approaches are also likely to be significant in learning based approaches as
Regardless of the classification method, all biometric systems have requirements for enrolment and operation as shown in Figure 1.

![Biometric Processes Diagram](image)

**Figure 1: Biometric Processes**

The two phases, enrolment and operation, use the same process to extract information from the sensor data [62][76][166][167]. In the enrolment phase, data on known subjects is extracted and is stored in the database [26][125]. In general, each individual will be sampled a number of times during enrolment to ensure that the stored data is truly representative of that individual. For example, a face recognition system may enrol a number of views of a person taken in slightly different poses to ensure that a wide range of possible views is incorporated [72][116].

When a database of known subjects is enrolled, which may be as few as one person in some authentication applications, the system may be used in the operational mode. In this mode, data from people who are not yet identified are processed in the same way as the enrolment data and the incoming data are compared with the database to see if there is a match. When the comparison is complete, some form of action based on the comparison outcome is generally required. The database search process has been the subject of significant commercial research for other applications and sufficient commercial products are available that this topic need not be discussed further.
The two key areas that distinguish between various biometric systems are: the sensor that measures the human characteristic; and the signal processing that extracts salient features from the sensor output and measures the degree of match between the new subject and known subjects [13]. Data collected by the sensor are processed to extract key features which enable different subjects to be separated from one another by a classifier. This feature extraction process [170] generally results in a significant degree of reduction in the quantity of data, since a large amount of sensor data does not contribute to effective classification. For example, a face recognition processor requires images of the faces of people, whereas a typical image from a sensor, say, a TV camera, may include a large amount of information that is not connected with faces and can be discarded. Such information may include background information, walls, floor, ceiling, plants etc. [4]. Much other information can be reduced to a symbolic description, e.g. the person has brown hair, and the characteristics of the key eye/nose/mouth geometry may be represented in perhaps a few hundred bytes.

The net result of the data extraction process is generally a compact multi-dimensional data vector which is traditionally called a template when it is enrolled in the database. This data reduction is primarily performed to achieve the separability of subjects, since confusing data is rejected. In addition, a compact description has the advantage of speeding up the process of comparison with the known database. Privacy issues are also aided since the sensor signal generally cannot be reconstructed from the template (this is discussed later). Most feature extractors for biometrics systems are based on some form of Principal Component Analysis (PCA) [10][107], which aims to extract orthogonal data, i.e. independent data in each vector element, on the basis that this will represent the most compact possible description of the input [162]. Other associated work includes the Independent Component Analysis (ICA) algorithm [2], Linear Discriminant Analysis (LDA) [54][171][172] and a memory based approach [147] for which performance increases have been claimed. In addition, Moon and Phillips [109] describe an analysis of PCA algorithms.

Comparison with the known database occurs when an unknown subject must be identified. Data is gathered using the same sensor as was used for enrolment, or one similar, and this data is processed in the same way as the enrolment data. Following salient feature extraction, the incoming data is compared with each template in the database to determine the goodness of match with known data. The match measurement technique may be as simple as the determination of the Euclidian distance between vectors with weighting applied to normalise the magnitudes of the vector elements if required as in (1).

\[ M = [k_1(A_1 - B_1)^2 + k_2(A_2 - B_2)^2 + k_3(A_3 - B_3)^2 \ldots] \]

where \( M \) is the match measure, \( kX \) are the normalising weights and \( AX, BX \ldots \) are the elements of the vectors being compared.

Other possible measures may be used [87], but the outcome will always be a number representing the “goodness” of the match between the incoming data and one of the stored templates.

A decision-making process follows the match measurement, whereby the outcome is declared to be either a true match or a non-match. It is also possible to declare that the
result cannot be decided on the basis of the current sample and this outcome may lead to a rejection of the classification attempt or request for a further sample. If a decision is possible, the basic true match/non-match decision may be made by setting a single threshold for the match parameter and declaring that any match result on one side of the threshold refers to a true match and any on the other is a non-match. An appropriate setting for the decision threshold may be determined from the probability density functions for true match and non-match as a function of match value, as illustrated in Figure 2.

![Figure 2: Match Measure](image)

There is value in determining these functions, since they contain the basic performance information on a system, which may be used for system evaluation or for setting thresholds as described below. The two functions may be determined from experimental data as follows. See [160] for a discussion on this topic and for suggestions on further reading.

The true match function can be determined by comparing new data vectors of known persons who are enrolled in the database against their templates in the database. All of these comparisons will be true matches, yielding an indication of the shape of the true match curve. If the database only contains one or a few persons, a number of samples of each could be enrolled and comparison with a number of on-line samples of known people may be used to very roughly estimate the shape of the curve.

The no-match function may be determined by testing the match of as many of the
templates as possible of people who are not recorded in the database against those who are enrolled in the database. All of these match measures will represent samples of the non-match distribution. The unenrolled test set should be chosen to represent a fair cross-section by race, sex, age etc. of all people who are likely to confront the system, i.e. a cross section of the world population in some systems. If it is not possible to take a sample of this type, the no-match function may be approximated by cross comparison, which involves comparing different people, of all templates of those who are registered in the database, accepting the limitations of the database as a representation of the total population who may confront the system.

Referring to Figure 3, it should be noted that the cumulative probability density functions illustrate a typical situation in biometrics, where there is a significant probability of making a totally unavoidable error. Take for example the situation where the curves have been determined and a new sample has produced the match measure \( M \). For this measured match value there are two possible interpretations:

1. the measure refers to a match
2. the measure refers to a non-match.

Each of these possibilities is a valid interpretation. Which is the right result? If it is declared that the measure shows that there was a match, then there is a finite probability that the decision is wrong and that a non-match occurred. Similarly, if a non-match is declared there is a finite probability that there was actually a match. In either case, there is a finite unavoidable chance of making an error.

It should be noted that unavoidable errors will occur at other match values on either side of \( M \). In general, for any value of match there will be the possibility of finite errors and the decision making process may have one of the following outcomes:
- a true positive declaration - the classifier correctly found a match
- a true negative declaration - the classifier correctly identified that there was no match

\[ \text{Probability} \]

\[ M \]

\[ \text{Match measure} \]

\( P \text{ is a match} \)

\( P \text{ is not a match} \)
- a false positive declaration - the classifier found a match, but the subject was actually not in the database, or the subject was represented in the database, but database entry to which the subject was matched was not the correct one
- a false negative declaration - the classifier decided that the subject was not in the database, whereas he/she actually was represented.

A useful derivation from Figure 2 is gained by integrating the two error regions above and below a range of match values to generate graphs of the cumulative probabilities of each type of error as the match value varies. This results in the Receiver Operating Characteristic (ROC) curve of Figure 4, which conveys sufficient information to allow a decision threshold value \( T \) to be set. Any value below \( T \) is declared to refer to a match and any above \( T \) is declared to be a non-match. The standard Bayesian decision making process calls for \( T \) to be set at the Equal Error Rate (EER) where the probability of a false match is the same as the probability of a false non-match. Note that some measures produce high rather than low match values for close matches, but the concepts remain the same. In the real world, the threshold would possibly not be set at the ERR value but rather at some more appropriate setting, depending on the cost of generating an error.

![ROC Curve](image)

**Figure 4: ROC Curve**

Thus, the two technology areas that distinguish biometric systems are in the sensor and data collection process and in the signal processing technology. A variety of biometric systems will be discussed with particular reference to these aspects.
3 Biometric Technologies and Applications

3.1 Fingerprints

3.1.1 Sensors

Fingerprints are formed by patterns of raised skin at the tips of fingers. It is thought that the patterns formed are unique [118] to each individual, provided that sufficient features are examined, and sensing the patterns provides effective identification of individuals. A variety of sensors has been applied to the problem of automatically identifying fingerprints. Some examples follow.

3.1.1.1 Capacitive sensors

In this technology, the fingertip forms one electrode in a capacitor array. The finger is placed on the dielectric covering of an array of sensing electrodes and high frequency alternating current is coupled into the finger through a separate drive element. The electrical signal capacitively coupled into each sensor element is measured. Where a sensor element is under a raised section of skin, the coupling is greater, since there is no air gap in the capacitor formed with the sensor element. The array element output indicates the proximity of raised skin and a 2D sensor array produces a 2D image representing the skin height of the fingertip. Resolution of the sensors varies, but 500 line pairs per inch appears to be a fairly widely applied standard, it is also the FBI standard, for sensing down to the level of ridge structure. It should be noted that pore structure requires higher resolution. The number of elements may also vary with about 128x128 up to 300x300 being fairly common. The area of fingerprint that is sensed will depend on the size of the sensor, so larger sensors may be needed if high performance is required to ensure that many features are recorded and that successive prints have adequate overlap.

Capacitive sensors are likely to be widely employed in the future since individual sensors are cheap and can be easily interfaced to processing systems.

Despite their advantages, capacitive sensors appear to be relatively delicate in the face of mechanical and electrical abuse. The sensing element array must be covered with a protective layer to guard against wear or scratching, but this layer has a finite life and can be deliberately damaged. ElectroStatic Discharge (ESD) will couple directly into the amplifiers under the array elements, since they are designed to collect electrical energy. The electronics are generally designed to be hardened to ESD, but quoted figures are still relatively low, e.g. 15KV was quoted by Infineon [85]. This may pose problems in high static discharge conditions or when the sensor is deliberately attacked. Capacitive sensors may also have difficulty in sensing fingerprints which are worn or otherwise indistinct, e.g. old people can have poorly defined fingerprints. Approximately 5% of people may be unable to use fingerprint sensors and TEKEY [156] claims that up to an extraordinary 20% of the population cannot use capacitive sensors because of “the dry skin problem”. Users may have difficult fingerprints due to wear or poor contrast with conventional sensors. Authentec [8] claims to have a capacitive technology that looks deeper than conventional capacitance sensors. How this works is not made clear in any of the available company literature. Capacitive sensors are also apparently sensitive to dirt or grease, so they may
not be able to operate effectively in dirty environments and some means will possibly be required to keep a regularly used sensor clean, even in clean environments. Overall, capacitive sensors appear to be well suited to applications that call for relatively infrequent use in relatively clean environments and in which very low cost is a necessity. One particular application to which they are uniquely suited is their possible incorporation in future smart cards, removing the need for signature identification [92]. The card will carry a template, a description of the user's fingerprint, and it will also carry the actual sensor which produced it. The card reader will obtain the template from the card and the user will also press a finger onto the card sensor, which will be interrogated by the card reader to provide authentication. Mobile phone activation would also appear to be an application where capacitive sensors could be applied due to their small size and low cost. However, a major question mark remains over how many people cannot use this type of sensor. Available information is not consistent on this critical point.

3.1.1.2 Optical sensors These use a standard 2D TV camera and a prismatic lens system to directly image the fingertip skin pattern [163]. The fingertip is pressed against a flat transparent surface and illuminated obliquely so that total internal reflection occurs where there is no damp contacting skin, but not where there is contact. The pattern of ridges in the skin thus shows up as high contrast bright and dark regions in the TV image. The normal prism-based optical systems introduce foreshortening due to the required oblique viewing, but one manufacturer [56] has developed a holographic optical system that produces an undistorted image. The claimed advantage of optical systems is that the finger is not in contact with the sensing device, only with the optics, which means that ESD and mechanical damage may be less of a problem than with capacitive sensors. The disadvantages are that the optical plate on which the finger is rested must be kept clean to reduce residual fingerprint images, and that the cost is likely to be somewhat higher and the sensor mechanism physically larger than for capacitive sensors. Overall, optical sensors appear to be best suited to high volume, higher performance applications, particularly where a cleaning mechanism can be incorporated.

3.1.1.3 Imaging Infrared ATMEL [6] has developed a linear sensor array of pyroelectric thermal detectors over which the fingertip is scanned in the cross-array direction to produce a 2D array of the fingertip. Minute variations in the skin temperature are sensed to provide a 2D array representing the pattern of ridges in the fingertip. ATMEL claim that the system is very sensitive, even to worn or indistinct fingerprints and the sensors respond to changes in temperature. The biggest problem may be that the finger must be moved to generate signals in the detectors, so the user may need to be relatively skilled in using the system. It may not be as intuitive as simply touching a sensor pad. This is not clear from the information available to date from the manufacturer. The history, current status and future of infrared (IR) technology is discussed in [133].

3.1.1.4 Ultrasonic Ultrascan [161] has developed an ultrasonic scanner to measure the height distribution of skin ridges in the fingertip, forming a 2D array of the ridge pattern. The ultrasonic scanner appears to offer the advantages of insensitivity to ESD, no problems with mechanical damage and possibly a high tolerance to dirt, since the sensor
can “see through” covering materials. The basis for the scanner technology is not clear from the manufacturers information.

3.1.1.5 Mechanical NTT [134] has proposed that an array of tiny mechanical strain gauges may be used to sense the presence of ridges in the fingertip skin. The status of this concept is unknown.

3.1.1.6 Hygiene Hygiene may be an issue in some fingerprint applications, since every user in a sequence must press a finger onto a sensor unit. In addition, most sensor types have no mechanism to distinguish between live and dead tissue, so cadaver or artificial fingerprints may confuse them in the case of a determined effort to circumvent such a sensor. The performance of fingerprint biometric systems is affected by the type of sensor used and Jain et al [89] discuss the relative performance of algorithms when used with either optical or capacitive sensors, with better performance being obtained from optical sensors.

3.1.2 Processing Requirements

Once the 2D image of the fingerprint is obtained by the sensor, it is processed to extract salient descriptors. Many features can be used as the basis for identification, including the following either singly or in combination:
- macroscopic features such as the general pattern type, (e.g. loop, whorl, arch etc.)
- texture features such as ridge direction
- structural irregularities in the ridge pattern such as ridge ending and bifurcations (generally called minutiae) [53][60]
- microscopic features such as pores, which may be detected using high resolution sensors.

Image enhancement is often required to overcome problems with sensing of the ridge pattern. The most commonly used methods appear to be based on the detection and classification of minutiae, often in combination with other processing. The reader is referred to [89] for an example of many of the processes that may be used in a typical fingerprint recognition system.

Of all of the biometric measures, fingerprints appear to be among the easiest to implement and the most practical in a wide range of applications. The sensor technology is relatively straightforward and well developed, the processing load is relatively small and the user requirements are intuitive. Place the finger on the sensor and things happen. A major question mark is the likelihood that many users have fingerprints that are not well enough defined for them to be sensed by some of the currently available sensors [97] and this must be clarified if fingerprint sensors are to be considered for wide use.

Fingerprint-based biometric systems are generally considered to be in the low to medium performance category with claimed EERs in the order of 0.1% or better for typical one-to-one authentication on single finger data. Performance may be improved by using multiple fingers, either in a multi-digit hand scanner or by sequential presentations of fingers. We look at False Acceptance Rate (FAR) and False Rejection Rate (FRR). Some claimed performance data are as follows:
- www.tai-hao.com claim FAR < 1 in 100,000 and FRR < 1 in 1000
- www.ie-oem.com claim FAR < 0.001% and FRR < 0.01%
- www.guardware.com claim FAR < 0.000001 and FRR < 0.0001 or < 0.03 including operator errors
- www.gezmicro.com claim FAR = 0.76% with a 72 byte template, 0.05% with a 90 byte template, 0.009% with a 126 byte template and FRR is sensor determined
- www.biometrica.it/eng/wp_fx3.html claim variable measures, a typical EER of 0.12%
- Jain and Pankanti [87] claim a FAR of 0.07% at a FRR of 7.1%

Performance can vary widely [81], depending on how it is measured and what equipment is used. Large-scale controlled experiments are required to fully characterise fingerprint sensing technology in a real world environment, as is proposed for FVC2002 [105]. There is also literature that examines the algorithmic view of fingerprint recognition [142].

3.2 Face Recognition

Face recognition is based on the automation of processes to identify a person on the basis of his or her appearance [3]. One of the most well-known investigations into face recognition processing was undertaken by the US Army Research Laboratory. Two significant results from this study were the FERET face recognition algorithm and the FERET facial recognition database [25][26][125][126]. Important research in the area of evaluation and testing of the FR systems was published in [19][20][21][63].

The initial step in any face recognition system is face detection [83], which is a substantial study in itself [79]. Face detection involves localising and extracting the face region from the background. To rephrase the sentence, it means where is the face in the picture rather than who does the face belong to. Face recognition is appealing because it is totally passive and transparent to users. They need not be aware that it is in operation, on the other hand the whole issue of surveillance in public places offends some people. Face recognition is the only current technology that could conceivably be used to search for subjects of interest in moving crowds [131] without disrupting the process, e.g. in an airport.

Some of the issues that arise with the various possible applications of face recognition are:

- The source camera may be different from the test camera, e.g. where newspaper photos are used to enrol a person and that person is then detected in the signal from a TV camera. This requires flexible software.

- Illumination may be variable and uncontrollable [1][31][38][43]. This is particularly an issue outside or in crowd scenes, which rely on natural lighting [56][70][71][98][140].

- The pose of people may be uncontrolled, e.g. in a crowd [69], so systems must be tolerant of pose [102] and distance change [59][68][72][148].

- The background may be intrusive in scenes containing complex structures, e.g. in a street scene.

- Scenes may contain more than one face to be processed [14]. This requires a fast software algorithm.
Apparent face structures may change with age, health and makeup [95] [140].

Facial adornments such as a sunglasses, spectacles or facial hair may change the apparent image, either by accident or design [155].

Despite all of the possible problems, face recognition has been shown to work quite effectively in some applications and it should eventually be relatively low-cost to implement. Related work has also been undertaken on recognising familiar and unfamiliar faces [33]. This is a field that has had little focus and can be illustrated with the following example. People are more familiar with their own cultural or ethnic "masks" and find it easier to recognise one of their own kind rather than one belonging to an unfamiliar cultural or ethnic group. A native from Kenya may find it easier to differentiate one Kenyan face from another, rather than one Chinese face from another if the Kenyan native is unfamiliar with Chinese faces.

3.2.1 Sensors

Sensors for face recognition must provide at least a 2D map of the structure of the subject's face, although some of the evolving high performance systems use a 3D representation of faces [113]. Sources of 2D images include Close Circuit TV cameras [36] [114], still cameras, photographs from various sources such as newspapers and passports and drawn images where no photo representation is available. Some of the less widely used imaging technologies such as IR cameras [97] or ultrasonic imagers may be useful, but have not been mentioned in any detail in readily available information. In any event, conventional sources of imagery are readily available, well accepted as part of normal life and relatively low cost, e.g. security cameras.

3.2.2 Processing

Almost all of the characteristics of face recognition systems currently in development are defined by the software rather than the sensor. Two of the main approaches are based on either algorithmic techniques [41] [91] [99] [103] [139] [150] or neural network learning [35] [58] [90] [93] [94] [96] [101] [173] [174]. A survey of algorithms used in face recognition can be found at [12]. A statistical model has been used by Edwards et al [50], signal processing has been employed by Podilchuk and Zhang [128] and another approach is outlined by Image Metrics PLC [86]. It appears to be based on a very fast model matching process that is claimed to need no tuning parameters. A summary of technologies that may be utilised in face recognition software can be found in Zhao et al [175] and some algorithm comparisons have been reviewed by Sutherland et al [152].

The basic processes in either algorithmic or learning methodologies are likely to be as follows:

- Find the faces in the scene [79]. This is not a trivial operation and is one of the key problems in face recognition software [39] [77]. Techniques used include looking for blob-like regions with consistent brightness and colour of the right size and ovality, looking for blobs with appropriate internal structure, looking for blobs with motion or training a neural network on a wide variety of faces. Objects that are not sufficiently "face-like" will
often be rejected although partial distortion algorithms have been used in experimental work [46].

- Normalise the face images. This may include correcting each face for pose distortion, normalising to a standard size and normalising the intensity/colour content.

- Identify the eyes. The eyes are generally used as the fiducial points in all following operations so their identification and exact location is essential. Most products allow for manual fine-tuning of eye location in the enrolment phase to minimise errors in the database. Manual adjustment is generally not available in automated operation.

- Measure the face geometry and convert it to a compact vector. Most algorithmic methods rely on the concept of eigenfaces [175], where a form of PCA is used to generate an almost orthogonal basis set of face primitives. The vector components result from the correlation of the unknown face with each of the eigenfaces. At least one developer uses the related technique of Local Feature Analysis [122] and some developers use neural networks [157] to generate the classification vectors. The nature of the transformation is not explicit in this approach.

- A template database search and possibly face retrieval for close matches.

This type of processing [123] generally requires significant processing power, due to the complexity of the scene that must be processed. In addition, there are many stages at which human setting of parameters is required, e.g. lighting, decision thresholds etc., so that trained operators are generally required to obtain the best results from current systems. In general, the complexity of the software, the requirement for relatively high computing power and the need for an expert operator means that face recognition is currently a relatively costly approach, although it may eventually become more cost effective as the technology advances. However, even now there are niche applications for face recognition, such as crowd surveillance, in which no other system can operate.

3.2.3 Performance

Face recognition performance has been shown to produce EERs of around 2% in relatively controlled conditions [25]. Data from a crowd surveillance trial in an airport showed typical detection rates for people of interest of around 25% for false alarm rates of around 50 per hour in a high use environment. These results are not particularly encouraging, but they may be better than the results that any other process can currently provide. IR facial scanning, a technology from the late 1990s that claimed to be highly effective, seems to have disappeared below the research horizon [97]. The following references relate to a number of studies that have attempted to evaluate biometric systems [16][40][124].

Processing speed is an issue and none of the systems currently available claim to be able to process more than a few faces per second, which may be a limiting factor in crowd flow scenarios. Speeding up processing can cause problems as well, since individuals may then be processed a number of times, raising the false classification rate and diluting true classifications. In fact, managing the initial face detection problem to optimise input to the classifier is a major issue for face recognition software.
3.3 Hand Dimension, Palm Pattern and Vein Pattern

A variety of technologies has developed around the structure of the hand. The simplest is based on the measurement of a few critical dimensions of the hand when it is placed over aligning pins and imaged by a TV camera, e.g. BioMet Partners Inc [16] who claims a 3D capability. The exact measures used are proprietary information, but measures are likely to include width and length of one or more fingers. This technology is not claimed to be highly accurate, but it is quick and relatively easy to use. It is best suited for authentication to prevent casual false claims of identity and is currently in use at Disney facilities in Florida [100]. Performance data is not available at time of print.

The human handprint related to the fingerprint has been investigated by Jain et al [48]. Moderate levels of performance of around 5% EER are reported and the use of this technology as an adjunct to fingerprint recognition is suggested.

A number of developers have technology based on the scanning of vein patterns in the back of the hand or the palm using short wave IR to provide an image of blood vessels beneath the skin. The basis of the technologies is not known beyond the sensing method, but presumably they use similar decision-making processes to those of other technologies. High levels of performance are claimed for the vein sensing techniques with Veinid [45] claiming “0.0000%” FAR (accuracy up to 4 decimal places).

3.4 Iris

Every iris is thought to have a unique pattern and a few companies exploit this feature by imaging eyes and generating templates based on the iris structure [164][165]. The nature of the template production process is proprietary information, but it is possibly based on a radial sampling technique to overcome scale and pose issues [42].

The imaging process may be a significant problem, since the eye is a small object and to obtain high quality images it must be imaged either with a long focal length system or from a short distance. This will require location of the eyes at a precise point. This may require either bending to adjust height or moving a travelling camera closer to the eye. In any case, the technology will probably require either a very sophisticated tracking system in the sensor or a degree of user skill and acceptance in approaching the sensor. Performance is claimed to be very high, with a EER of 1 in 1.2 million [44]. A discussion on the focus of attention that is based on gaze and sound can be found in [151].

3.5 Retina

The pattern of veins on the surface of each retina is thought to be unique and is used to identify individuals in high-performance biometric systems [136]. The sensor illuminates the retina with low level light and the retina pattern is imaged by a TV camera. The eye must be relatively close to the sensor and aligned properly for this to be possible. The need for a user to submit to illumination of the eye, even if near IR is used, combined with a need to position the head with quite high precision means that this type of system will be best suited to applications in which the users are trained and accepting of the system.
It would not be suited for applications that involved the general public. One possible approach to the generation of retina data is as follows:

- Locate the optic nerve region, a distinctive oval region in the retina.
- Perform a scan around the optic nerve perimeter or some related circular scan, and filter the signal to produce a binary representation of the vein structure. The pattern of veins as a function of angle, which can be likened to a barcode, becomes the data vector, which is then processed as for other biometrics.

Exceptional performance is claimed for this type of system and it is generally regarded as the most reliable of all current biometric measures. However, its use is likely to be limited to very high security applications involving motivated and skilled users, since it is relatively invasive. The strengths and weaknesses are discussed in [135].

3.6 Voice pattern

Voice recognition software has been developed as an input tool for computing systems, where the software translates spoken words into a written representation [111]. This technology can also be used to recognise a speaker’s identity, since the voice information is transformed into a symbolic representation that can be used to distinguish between speakers. Voice input products generally have a learning function that shapes the software to provide peak performance for a specific speaker. Much of the underlying software should be readily applicable to voice recognition for biometric applications. The input sensors required for voice recognition are widely used telephone handsets or microphones attached to computer systems. Both are already widely used and familiar to the public, so there are no issues of acceptability and there will be little sensor cost in implementing such systems.

There are many ways in which a voice pattern may be recognised, including algorithmic and learning approaches, but the “standard” method is based on the following type of process [176]:

- Sample power spectrum of the voice waveform at short intervals and over a narrow time window (e.g. 30ms overlapping windows every 10ms).
- Perform a Fourier transform on each sample.
- Take the log of the power spectrum of each sample to normalise for variations in level.
- Perform an inverse transform on the log power spectrum, e.g. Fourier or Cosine, for each sample.
- Select appropriate components of the transform output to use as elements representing that sample window. Components are chosen to minimise transmission channel effects, e.g. phone line or microphone.
- Develop a classification vector, or template, by stacking together the processed elements from a sequence of samples.

The above process will yield normalised templates that are largely independent of the quality of the transmission channel and identification can be performed by requiring all
users to recite fixed sequences of utterances for enrolment and processing, e.g. a sequence of numbers.

The performance of voice recognition systems may be in the region of 1% EER \[15\] when using a broad range of possible speakers. Data does not appear to be available on the sensitivity of the process to mimics, people who can deliberately change their speaking to match that of others. Since humans may be confused by mimics, it is suggested that voice recognition systems may be also, which would limit their applicability in situations where there was a concerted attempt to pervert their action. In addition, voices may change with stress and state of health. However, it would appear that voice recognition would be very useful in situations where it was not the only security system in use or where there would be a low likelihood of a concerted attack on it. The low cost of the technology and the ready availability and acceptability of sensors must argue in favour of its application in a variety of areas.

### 3.7 Signature

Written signatures have been used for centuries to verify the identity of the signatory on written documents. However, the recent transfer of documents to electronic form has changed the requirements to verify document authorship. Technologies have been developed to electronically read signatures for verifying the authenticity of electronic documents and mail. The identification of manual signatures on cheques is also proposed. An overview of the technology is to be found in Srihari and Srihari \[149\]. Jain et al \[88\] investigated the performance of such a system and found a level of about 2-3% EER. They also found that forgery was successful at confusing such a system. The input devices for signature recognition are generally tablets or stylus systems and cameras or scanners could be used to input manual signatures on cheques.

Unlike the traditional signature on paper, which is subject to forgery, electronic signature and authority recognition systems perform a checking process based on the signature image and include in the processing the characteristics of a person’s signature. Even those characteristics invisible at the time of writing, such as the pen’s pressure on paper, speed of signing and the slope of letters are used in the checking process.

Electronic signature recognition can handle signatures scanned from paper and extracted from a document or from other digitalizing devices such as pen pads. Advantages of the traditional signature over passwords, for example, are that a person does not forget their signature, does not give it away inadvertently to another person and is fully acquainted with it.

### 3.8 Keystroke

Keystroke filtering is a behavioural biometric that samples how a password is typed on a keyboard. Essentially, the timing between the keystrokes is measured and then compared against a previous known attempt (template). The keyboard filtering biometric is proved successful when the password is recognisable by the subject, however with a randomly chosen combination of alpha-numeric characters, the biometric is of limited
benefit [168]. One advantage of this system over other biometric systems is that it is cheap to implement and does not require any additional hardware to sample the biometric. It could be suggested that the level of security is only marginally increased due to the ability of another subject to “learn” the password timing, i.e. it would be relatively easy to “beat the system” if the subject was aware of the process.

3.9 Ear

Ear biometrics were developed in 1949 by A Iannearelli [32] and are based upon a 12 measurement point system. In recent times computers have been used to measure these points from a 300x500 pixel image presented to the software. This form of ear biometric detection is susceptible to lighting changes as well as temporal effects. The primary drawback for use as part of a surveillance system is the image resolution required and the inability of the system to work when the ear is obscured by hair. Ear jewellery was not mentioned in the texts examined, but it is likely to reduce the efficiency of the system.

3.10 Chemical (smell)

The human body is made up of around thirty chemical components in various proportions [49]. It is possible to detect these through chemical analysis and to use the results as a biometric identifier. There are limited studies in this area, but the thought is that the analysis could be complex and could not be done in real time [49].

3.11 DNA

DNA is one of the ultimate identifiers of a human being, since it can operate on very small samples of a person’s anatomy. The technology is not currently real time, but, should it ever be developed to this level, it could add significantly to the armoury of biometric users [158].

3.12 Work Dynamics and Behavioural Patterns

Each person performs work tasks in a relatively consistent way. For example, the author is typing this manuscript at a relatively slow rate and with consistently recurring typing errors. It would be immediately apparent to an observer if a trained touch typist were to take over the duty, since the speed and accuracy would increase. In addition, the choice of words and the average sentence structure would probably be different. This individuality in performing tasks can provide a biometric measure that identifies an individual and is most suited for use as a secondary and confirming authentication measure that ensures that only an authorised person continues to perform a task after the initial authentication. Measures of timing, order, error rates etc. are likely to be readily available from the computers that interface to many activities, so this type of biometric process
should be relatively easy to apply to a wide range of activities at low cost and without any visibility to the user.

Limitations to this type of technology may include subject variability due to mood, tiredness etc. and the possibility that the characteristics of another person could be mimicked with appropriate training. Despite these limitations, the technology is particularly appealing as a confirmatory measure, since it provides continuing authentication in a manner that is transparent to the user. The input data, such as timing, error rates, structure, etc. as required for the classification process is likely to be readily available from embedded computers in many activities, so the cost is also likely to be low.

3.13 Future Directions

3.13.1 Smart Cards, ID Cards and Passports

Fingerprint sensors are being developed that can be incorporated into smart ID cards [92]. The card will carry a template of the valid user’s fingerprint. When plugged into an appropriate reader, the card will provide the template and the current biometric result for processing by the card reader. Thus there is no requirement for centralised or local storage of data and the sensor will be the same as that which was used to generate the template. This type of system will therefore, be scalable to large numbers of users, practically without limit, while retaining a relatively high degree of security and speed of operation. The biometric smart card approach will be applicable to a wide variety of uses, including Point of Sale (POS) cards, ID/license cards and passports. It would be valuable to investigate the possibilities of this type of approach with other sensor types.

3.13.2 Combined Systems

Many of the systems currently in the marketplace have been developed around a single biometric method, whereas there may be merit in combining two or more measures to overcome limitations of individual technologies [61][78]. For example, a combination of voice and face recognition technologies [37] may be competitive in performance with high-end fingerprint or vein detection technology, but use readily available sensors. Some work has been done in the field of combined sensors [80], but more may be valuable. In addition, most current work appears to be focused on higher performance technologies, whereas there may be value in combining technologies that are less efficient by themselves in producing functional systems [84]. For example, a simple sorting system based on sex, 1 in 2, height, perhaps grouping to 1 in 5, and skin colour, perhaps 1 in 3, could sort to around 3 in 100, which is comparable with some recognised low-end biometric systems. Simple information of this type is often ignored in systems design, whereas it could probably greatly enhance performance at little cost. There was a lot of discussion on this issue on the recent biometrics conference (see [17]), generally concluding that regardless of the fact that combined systems should provide better results there is no successful implementation of it up to date. The main problem is seen to be how to combine different measures.
<table>
<thead>
<tr>
<th>Biometric</th>
<th>Finger</th>
<th>Face</th>
<th>Hand</th>
<th>Iris</th>
<th>Retina</th>
<th>Voice</th>
<th>Signature</th>
<th>Keystroke</th>
<th>Ear</th>
<th>DNA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Access control</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
</tr>
<tr>
<td>Surveillance</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>Y?</td>
<td>N</td>
</tr>
<tr>
<td>Accuracy</td>
<td>very high</td>
<td>high</td>
<td>high</td>
<td>very high</td>
<td>very high</td>
<td>med</td>
<td>med</td>
<td>low</td>
<td>?</td>
<td>very high</td>
</tr>
<tr>
<td>Reliability</td>
<td>high</td>
<td>med</td>
<td>med</td>
<td>high</td>
<td>high</td>
<td>low</td>
<td>low</td>
<td>low</td>
<td>low</td>
<td>high</td>
</tr>
<tr>
<td>Error rate</td>
<td>1 in 500+</td>
<td>no data</td>
<td>1 in 131,000</td>
<td>1 in 10 mil</td>
<td>1 in 50</td>
<td>no data</td>
<td>?</td>
<td>no data</td>
<td>?</td>
<td></td>
</tr>
<tr>
<td>Errors</td>
<td>dryness, dirt, age</td>
<td>light, age, glasses, hair</td>
<td>hand injury, age</td>
<td>poor light, contact</td>
<td>glasses, contact lenses</td>
<td>noise, cold weather</td>
<td>alter style</td>
<td>hand injury, tired</td>
<td>light, hair</td>
<td>none</td>
</tr>
<tr>
<td>False positives</td>
<td>highly unlikely</td>
<td>unlikely</td>
<td>very unlikely</td>
<td>very unlikely</td>
<td>highly unlikely</td>
<td>likely</td>
<td>likely</td>
<td>unlikely</td>
<td>?</td>
<td>highly unlikely</td>
</tr>
<tr>
<td>False negatives</td>
<td>highly unlikely</td>
<td>very likely</td>
<td>likely</td>
<td>very unlikely</td>
<td>highly unlikely</td>
<td>very likely</td>
<td>very likely</td>
<td>very likely</td>
<td>?</td>
<td>highly unlikely</td>
</tr>
<tr>
<td>Security</td>
<td>high</td>
<td>med</td>
<td>med</td>
<td>high</td>
<td>high</td>
<td>med</td>
<td>med</td>
<td>med</td>
<td>?</td>
<td>high</td>
</tr>
<tr>
<td>Stability</td>
<td>high</td>
<td>med</td>
<td>med</td>
<td>high</td>
<td>high</td>
<td>med</td>
<td>med</td>
<td>low</td>
<td>?</td>
<td>high</td>
</tr>
<tr>
<td>User acceptance</td>
<td>med</td>
<td>med</td>
<td>med</td>
<td>med</td>
<td>med</td>
<td>high</td>
<td>high</td>
<td>high</td>
<td>?</td>
<td>low</td>
</tr>
<tr>
<td>Intrusiveness</td>
<td>med</td>
<td>low</td>
<td>low</td>
<td>low</td>
<td>very high</td>
<td>low</td>
<td>low</td>
<td>low</td>
<td>low</td>
<td>high</td>
</tr>
<tr>
<td>Ease of use</td>
<td>high</td>
<td>med</td>
<td>high</td>
<td>med</td>
<td>high</td>
<td>high</td>
<td>high</td>
<td>high</td>
<td>med</td>
<td>low</td>
</tr>
<tr>
<td>Low cost</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
</tr>
<tr>
<td>Strengths</td>
<td>existing databases in operation</td>
<td>surveillance, checkable by humans, can use existing equipment</td>
<td>high accuracy</td>
<td>accuracy</td>
<td>low cost, can be used for surveillance</td>
<td>low cost</td>
<td>low cost, no additional hardware required</td>
<td>profile imaging possible, surveillance use</td>
<td>accuracy</td>
<td></td>
</tr>
<tr>
<td>Weaknesses</td>
<td>public acceptance, environmentally affected, biometric changes</td>
<td>environmentally affected, biometric changes, specialised hardware</td>
<td>public acceptance, glasses, specialised hardware</td>
<td>public acceptance, glasses, specialised hardware</td>
<td>accuracy</td>
<td>accuracy</td>
<td>accuracy</td>
<td>environmentally affected</td>
<td>not real-time, expensive, specialised operations, specialised hardware</td>
<td></td>
</tr>
</tbody>
</table>
3.14 Summary

We provide here description of the variables used in our summary table (see Table 1). The data for the comparison chart is sourced from the National Center for State Courts [112], organisation that serves the US court system by providing up-to-date information and hands-on assistance through original research, consulting services, publications and educational programs.

Table 1 represents the major focal areas of biometrics research, as follows: fingerprint, face, iris, retina, voice, signature, keystroke, ear and DNA. The dimensions used to rate each used to rate each biometric focal area describes categories of application usefulness. The scales used in each dimension evaluate each category in relation to the set of all categories used in this comparison.

- Verification - Whether or not the Biometric is capable of verification. Verification is the process where an input is compared to specific data previously recorded from the user to see if the person is who they claim to be.

- Identification - Whether or not the Biometric is capable of identification. Identification is the process where an input is compared to a large data set previously recorded from many people to see which person the user is.

- Accuracy - How well the Biometric is able to tell individuals apart. This is partially determined by the amount of information gathered as well as the number of possible different data results.

- Reliability - How dependable the Biometric is for recognition purposes.

- Error rate - This is calculated as the crossing point when graphed of false positives and false negatives created using this Biometric.

- Errors - Typical causes of errors for this Biometric.

- False Positive - When a test incorrectly gives a positive result (someone is able to impersonate someone else) where 5-highly unlikely, 4-very unlikely, 3-unlikely, 2-likely, 1-very likely.

- False Negative - When a test incorrectly gives a negative result (someone is able to avoid identification as self) where 5-highly unlikely, 4-very unlikely, 3-unlikely, 2-likely, 1-very likely.

- Security level- The highest level of security that this Biometric is capable of working at.

- Long term stability - How well this Biometric continues to work without data updates over long periods of time.

- User Acceptance - How willing the public is to use this Biometric.

- Intrusiveness - How much the Biometric is considered to invade one’s privacy or require interaction by the user.
4 Applications

The following proposals have been mentioned in the literature and we consider this discussion an attempt to identify possible applications for biometric technology purely on the basis of the technical feasibility. There are many unknowns in the current technology and rapid advances are being made in other areas, so this summary may be incomplete or based on conjecture in some areas. Despite possible shortcomings, it is presented as an attempt to identify areas where it may be worthwhile to investigate further in view of the wide scope of possible applications or the significance of individual ones.

4.1 Computer Systems

Most computers already have voice input through a sound processor and low cost fingerprint sensors are readily available as peripherals. Handwriting can be input via stylus pads, and face data and possibly iris data can be obtained via relatively low cost cameras. Work patterns should be easily sensed through keyboard usage.

Some key areas in which biometrics could be applied to computer systems include:

- Log-on verification, removing the need for passwords. The primary sensor is likely to be fingerprint [75], although signature, face, voice or combinations could also be used. In situations requiring extreme security, additional sensors may be justified and vein, iris or even retina scanning could be considered.

- Continuing verification throughout a session could be carried out in the background by work-pattern sensing, or by fingerprint, signature, face or voice on request to ensure that the person who originally logged in is still the current user [47].

- E-mail or other document source verification and access control could be carried out by signature, fingerprint, voice or face, e.g. to authenticate that a document truly originated from a particular person. Combinations could be considered and, in situations requiring higher security, vein, iris or retina scanning could be considered, although these might be better used to screen users during log-on.

- Encryption for secure data transmission could include biometric authentication [78]. Relatively high performance levels would be required, possibly needing high quality fingerprint, vein, iris or retina based systems.

Overall, fingerprint verification of user IDs appears to be the single most likely large-scale application in computing in the near term along with face and voice recognition after further development of these technologies (see [24] [40]).
4.2 Access Control

In low security areas, voice authentication could be convenient for users along with fingerprint access in environments where the sensor could be protected from physical damage. Face recognition could be considered in well lit areas [64][65][82]. Hand geometry and vein pattern would also appear to be suitable.

In high security areas, high end fingerprint or vein identification may be suitable, but iris and retinal scanning may be required. Combinations of lower performance sensors may also yield suitable performance [34].

House security would require relatively low cost systems and fingerprint locks may be suitable. Voice may be subject to mimicry and lighting may be difficult to control for face recognition. Hand and vein print sensors may be at risk of environmental damage and insect contamination.

Other work discusses access through borders, drug control [28] and airports [55] and there is also a reference to biometrics in the Correctional Services [27].

4.3 Staff and Client Management

Time-keeping could be implemented using fingerprint technology [53]. Face and voice recognition [67] may be convenient and fast for small staff numbers, but voice could possibly be confused by a mimic. Hand shape, where staff numbers are small, or vein print could be functional in controlled environments [48].

Payroll and other payment processes could be managed by fingerprint, vein ID or hand shape analysis for small numbers of staff. Iris recognition may be worthwhile with very large staff numbers [81].

Reduction of social security fraud may need a high quality biometric technology because individuals must be identified from a large number of participants. High-quality fingerprint or vein ID would appear to be best suited from ease of use considerations, although iris may also be acceptable. Lower performance technologies such as face, voice or signature may be used in combination. Retinal scanning may be too intrusive to be widely accepted.

Staff training requirements and progress could be monitored using a relatively low level system such a fingerprint, voice, face or signature in combination with other ID recognition systems.

Movement and deployment of military groups or other functional groups could be managed using a combination of conventional ID technologies and a low performance biometric measure to authenticate IDs [121].

4.4 Purchasing and Commerce

ID over a phone connection for transaction verification could be provided by voice recognition.
Credit card use could be verified by a stored biometric template. Fingerprint analysis appears to be the most useful because the sensor can be incorporated into the card. However, signature validation is already used and could be readily automated. Face recognition could be effective and non-intrusive, using automatic comparison of card photo and presented face, but it will require additional sensors and a high level of standardisation.

Cheque verification is currently provided by signature cross checking, a process that could be automated.

Complex purchase sequencing, such as buying an airline ticket, paying insurance and taxes, boarding an aircraft, transferring flights and disembarking with luggage collection could be automated using lower performance biometrics such as face recognition or fingerprint, signature or voice analysis to verify identities along the way. Higher performance iris ID verification is being trialled in this way in an airline passenger management system [57].

Web commerce is growing but security could be enhanced if biometric authentication of a user’s identity was available, particularly for credit card transactions [119]. This would require widely available sensors and voice would appear to best fit that requirement. If fingerprint sensors become widely available on PCs, they may be useful in this role, as would face recognition if cameras became widely available.

4.5 Automotive

Any biometric sensor [82] that protects a motor vehicle will be subjected to a wide range of environmental hazards (rain, heat, electrostatics etc.). It will also be subjected to tampering and yet will need to be reliable for the life of the vehicle. At this stage, it does not appear that any biometric technology can meet this requirement alone, but it may be possible to add a fingerprint sensor to the key to verify ownership. Once the owner is in the vehicle, their voice or fingerprint may be used to adjust preferences such as seat height, air conditioning etc. Auto theft could be reduced if the engine management system would only start the motor when a genuine user was identified via a fingerprint or voice signature. Biometrics such as voice or fingerprint could also be used to determine the ID of the driver in the event of an accident or traffic infringement although this raises issues of privacy and civil liberties [78].

4.6 Crowd Management

Large groups of people pass by customs desks and are identified primarily on the basis of their facial features compared to their photographs. This process could be automated with face recognition software (see [63]) and alternative biometrics such as signature verification and fingerprint, vein or hand dimension recognition could also possibly be used to verify that the user of the passport is the person to whom it was issued. In addition, casual border crossings, in normal commercial activities for example, could be managed using biometrics such as hand dimension, face or fingerprint verification to track regular users.

Sporting and entertainment fixtures accommodate tens of thousands of people. All of these people need to be checked to determine that they have valid access on entry and
to specific areas in the facility. If patrons can be enrolled into a biometric system off-line while booking, the validity of tickets can be checked automatically at the venue. Hand shape is being used successfully in this role [100] and other easy-to-use technologies such as face recognition may also have application.

Crowd surveillance is particularly difficult where a large number of people must be scanned to detect one or a few people of interest. Face recognition is the only biometric that may be applied in this way, since it can scan large numbers quickly and without their active participation.

4.7 Regulating Equipment

Theft of equipment of any type may be discouraged if the equipment is protected by a biometric system that will not allow it to be operated by unauthorised users. Anything from a mobile phone to a road-building machine could be protected. Appropriate biometrics would include the lower performance low-cost systems such as fingerprint, voice or face recognition. Particularly important or large equipment could be protected by higher cost biometrics such as vein ID or iris verification.

In the military field [47], activation or de-activation of weaponry could be controlled by biometrics. Nuclear weapons are apparently currently controlled by complex key and password controls; high quality biometrics, such as iris or retina scanning could also possibly be used to validate the authority of commanders in charge of such weapons. Other high value weapons, e.g. artillery, could possibly be protected by biometric systems to ensure that they could not be used by enemy forces if captured. Landmines, individually or in clusters, might also be protected by biometric security devices to ensure that they could only be activated and de-activated by qualified engineers. Whatever systems were contemplated in the military environment would need to be physically robust and most low value weapons systems may be better left unprotected, since there could be advantage in being able to use any available weapon in battle.

4.8 Medical

Access to high value or narcotic drugs could be controlled through low performance biometric identification systems used in conjunction with other ID verification measures to control access to and to track usage. Sensors would need to be widely dispersed, so only low cost unobtrusive devices would probably be suitable. Fingerprint, signature or voice verification would appear to be the most likely candidates [82].

Patients in the medical system must be identified before surgical procedures and for drug usage. Fingerprint recognition may be the most suitable biometric for this use in conjunction with other ID verification systems, since most other measures are likely to be relatively unstable in the face of medical procedures, e.g. speech may be slurred or a signature could be erratic under drug use [93].
4.9 Education

Simple logon to the school computer system using fingerprint [75] or verification of the identity of students attending exams to guard against cheats may be possible using lower performance biometrics, such as hand dimension, face or fingerprint. Stress may rule out signature or voice recognition.

Entry to school buildings may be controlled using biometrics that are invariant to age, as students physical characteristics may change throughout the space of a year. Fingerprints may be the most effective solution to this problem.

5 Associated Issues

5.1 System Testing

It is essential that a biometric system is characterised in a manner that is meaningful and trusted by potential users. It is always easy to slant results by choosing test data that favours a particular system and by fine tuning it for best performance against a specific data set. It should also be recognised that there are two classes of testing, one based on the underlying technology and the other based on real world usability. This is important because the final usability of a system may depend only marginally on its technical capability and a system purchased purely for technical excellence could be disappointing. Conversely, a system may have superior performance for the time being, because it is well refined, but the comparative success of that system may inhibit research on much more technically capable competing technologies that may ultimately be more successful, but which do not yet have refined, experimental environments.

Phillips et al [124] propose a multi-phase testing regime that provides for technology testing, controlled scenario testing and uncontrolled real world testing. This approach incorporates both types of testing and should overcome the problems identified above. In addition, Phillips identifies some of the key test issues involved in the purchase decision, including the need to keep vendors fully aware to ensure that spurious decisions do not work unfairly against any particular system. The Phillips methodology was successfully employed in the FRVT2000 facial recognition vendor test [125][154].

Any testing methodology will require trusted test data that can be used to refine performance through system development and then used to test the system in the lab.

Key data capture requirements for a standard database are detailed below.

- The requirements must be taken with sensors representative of those to be used in any final system.
- The people must represent a cross section of likely users in biometric type and likelihood of presentation.
- They must be divided into at least two sections: one for development and initial testing and the other for blind testing, i.e. testing systems on data that they have not yet been exposed to.
- There should be sufficient data to generate meaningful statistics. An appropriate size is difficult to determine [160], but generally large databases are preferred. A rule of thumb
is to test until at least 30 errors have been recorded [160], which allows some degree of confidence in the results. This will obviously require massive, expensive testing for higher performance systems where errors are unlikely. It is interesting to note that one of the major users of biometrics recently reported, "We will not spend big dollars on testing. Quick tests generate enough information to 'fish or cut bait' "[100], implying that large scale testing, although statistically necessary, may not be essential for real world decisions.
- If possible the data should be gathered in a form that will allow many types of application areas to be examined, not just one specific application, e.g. fingerprint data could be gathered using a variety of sensors without much additional cost when compared to using just one type of sensor.
- The data should be gathered using a published and accepted methodology and with a mechanism to enable users to add data in a controlled manner.

Standard test databases have been developed for a range of biometrics and links to many are available at www.biometrics.com.

Test results are often used to compare systems or technologies, so a presentation that shows underlying performance of the algorithm may be preferred. This would ideally take the form of the probability density functions for true match and true non-match, or the equivalent error curves, as functions of the match metric. An alternative would be the ROC curve and the EER may also be quoted as a quick assessment result. Reject rates or missed opportunity rates should also be quoted. Many biometric systems incorporate software that rejects poorly gathered data from the classification process and some may have trouble processing data fast enough to keep up with the data stream. These effects should be quantified and quoted in the results. Associated data should include the identification of data sets used for testing, along with a description of their make-up and examples of raw data used.

Where a system is used in a mode that generates an alarm, the threshold setting for the alarm should be quoted and the method by which the threshold was derived should be noted.

A natural question that arises when undertaking performance testing relates to the level of performance required. It is often the case that performance can be tailored to an application by choosing an appropriate level of sensor or processing sophistication. For example, GEZ Microsystems [66] quotes a variety of false acceptance rates for their fingerprint recognition technology that varies by very large amounts depending on chosen template size. This ranges from FAR of 0.76% at 72 bytes to 0.009% at 126 bytes. Any testing process [106] must attempt to tailor systems under test to obtain representative results in a chosen application following a standard that allows comparison with other systems. In addition, determining the required level of performance for applications appears to be one area that has not been the subject of much research. Most of the work in biometrics to date has been devoted to developing the technology and there appears to be a significant requirement for operational research to quantify performance levels and trade-off costs in a variety of applications [24].
5.2 Human Rights, Freedom and Legal Issues

There is a perception on rights in a free society regarding the privacy and anonymity, and concern on possible misuse of it. Biometrics systems appear to shift the privacy balance by allowing authorities to rapidly and reliably identify individuals, possibly without their knowledge that it has been done. This increase in the ability of the State to track citizens will have positive implications since it will hinder criminal activity. However, there are many members of society who object on philosophical or religious grounds to State knowledge of their activities. As a result of the general desire for privacy and anonymity, democracies generally have laws that protect the privacy of citizens and any biometric system will need to comply with these laws. Further comments reflecting race issues are discussed in [104].

RAND Corporation researchers carried out a survey of the legal and sociological implications of biometric systems [169], in particular how the US Army would need to manage any application of the technology. They concluded that there are no new issues that cannot be handled by existing laws on privacy. Other sociological issues, particularly of a religious nature, will need to be considered in the future if biological systems are to be widely used. Hygiene may be another social issue that works against biometrics in these days of dangerous, transmissible diseases. Contact sensors, such as fingerprint or hand devices, in regular use will build up dirt and could be a source of infection. For this reason, non-contact sensors may be preferred for applications requiring high throughput of the general public. This should not be an issue in one-to-one authentication tasks, particularly those in which the sensor is carried by the user in a smart card.

5.3 Reliability and Security

Reliability will become a major issue if biometrics come into widespread use. For example, if all of a person’s day-to-day transactions rely on biometrics to validate their identity, it will be inconvenient if the biometric measurement changes or the system fails and the person is no longer recognised. It seems likely that some biometrics will be so effective at verifying identity that they may in future be relied on as the primary authority and any failure may be difficult to remedy unless there is a formal fail-safe procedure in place.

The reliability of biometric systems may also be deliberately compromised by malevolent operators. Should the technology eventually be very widely used, criminal or terrorist elements may find it profitable to attack the controlling systems either to shut them down or to hijack identities. Thus, although individual security may be enhanced by biometric systems, the options for large scale mischief may be increased, requiring even more stringent control of central systems. Distribution of systems (e.g. via smart cards with embedded sensors) may be one way to mitigate this problem.

Even though biometric systems may increase individual security, the overall effect on the complete environment that the biometric system is operating in should be assessed for vulnerability.

One of the major imponderables with some of the higher performance systems is to estimate the performance in the extremes of the probability distributions. For example, it
is often claimed that no two fingerprints are the same. This is impossible to prove of course, since it is not feasible to sample the fingerprints of every living or deceased person to prove it. Rather, it is accepted that no-one has ever found two fingerprints that match in the history of forensic fingerprint analysis, so it is an article of faith that the contention is true. Similar claims for signature uniqueness are made for technologies such as iris recognition and retinal scanning, again with no way to prove the contention. Further work may be required to estimate bounds on performance for very high performance systems, rather than just assume that the current uniqueness dogma is correct [118].

5.4 Universality

Widespread acceptance of biometric systems will require some degree of standardisation of the systems in use. For example, there would be no point in presenting a passport with face data encoded on it if the country you are entering has a fingerprint reader to verify your identity. This will not be a problem in many applications where the system only needs to function in a closed environment and there may be security advantages in not publicising the nature of the system. However, as soon as users need to access multiple systems or systems need to exchange data, there will be a standardisation problem. Significant effort is being expended to define standardised interfaces etc. to ensure maximum interoperability, but any enterprise contemplating the implementation of biometric systems [121] should at least consider standardisation issues.

5.5 Acceptance

Biometric systems will only be useful when they are accepted by all who must use them [127]. Door access and computer log-in control should pose no problems, since employees will accept the advantages of an automated system in these applications. However, some of the more marginal applications, such as iris scanning for verifying aircraft passenger identity throughout the embarkation, disembarkation and customs activities associated with an airline flight may be seen to be risky to some users. Although biometric systems promise lower operating costs in this type of application, they come at the price of reduced job opportunities and customer unease. Such an application, would need to be tested very carefully before introduction, since if it was not accepted by all users, the resulting hybrid may be more costly in operating expenses and customer dissatisfaction than a fully manual system.

6 Conclusions

Biometric techniques have been widely used in the past with human interpretation of results, e.g. fingerprints and signature recognition. Advances in computing technology have made possible fully automated systems based on past concepts as well as totally new ways of identifying people. The historical acceptability of some techniques, combined with the increasing need to guard against illegal activity suggests that biometrics will be more widely employed in the near future. An additional driver in favour of biometrics is that it is
likely to be more cost effective than current methods in some activities, particularly in the management of password access to secure computing systems and in controlled physical access. Thus, there may be a significant cost driver which may force private industry to take up the technology. In addition, public enterprises such as the military may be forced to take up biometrics to improve efficiency and effectiveness, as well as to lower costs. The drivers that may oppose rapid take-up of the technology could include: disappointment with real world results when compared to manufacturer’s claims, problems with managing the security of associated systems, e.g. databases, and problems with legal or civil rights issues that have nothing to do with the technology, but will have significant impact on its use.

In this environment it will be prudent that all interested organisations keep a close watch on developments. Many of the concepts are still new and some are likely to be promoted by their advocates with more than due enthusiasm. There will be a need to maintain vigilance and a sceptical view of claimed performance to ensure that realistic expectations are maintained. This will be aided by the continuing development of rigorous procedures and methodologies for comparative testing. Legal issues will also need to be sorted out when the true capability of some of the technologies become clearer.

Although biometric systems will need to be proved in the harsh light of the real world, user organisations must ensure that they test potential systems [23] in ways that take account of their known and likely shortcomings, rather than subject them to inflexible testing procedures. The technologies are new and developing rapidly and it would be unfortunate for an organisation to prematurely decide that biometric technology is of no use to it. There may well be a good case for either modifying the testing to better match the biometrics capability, or of deciding to wait for further developments in the technology that may better match it to the problem to be solved. This is a technology that may well offer a great deal in the future and interested organisations should remain open minded, but with an underlying level of scepticism.

In summary, fully developed biometric technology is already available for some applications and it is likely to be both efficient and cost effective. Large organisations should develop strategies to assess the current capabilities of technology [18], to predict future trends and to develop plans for implementation should viable applications be identified.

Various information sources are available to keep abreast of developments in the biometrics industry [22].
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